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EXECUTIVE SUMMARY

On 2-3 May 2018, the Systems Engineering Research Center (SERC) convened a workshop to examine current research trends, challenges, and open science questions in artificial intelligence (AI)-enabled sensemaking technologies. The Office of the Director for National Intelligence (ODNI), with support from the Office of the Deputy Assistant Secretary of Defense for Systems Engineering (DASD(SE)) funded this effort. Nearly 50 experts from both academia and the intelligence community (IC) gathered together to contribute. The finding of these experts formed the starting point of this research roadmap.

The consensus from the workshop was that the two most pertinent research thrusts that are needed for developing a higher form of sensemaking are (1) multi-modal analysis for sensemaking and (2) hybrid systems for sensemaking. Within these thrust areas exist several research tracks worthy of pursuit. We discuss these in Sections 3 and 4, respectively.

Currently, four elements influence multi-modal sensemaking systems: (1) the volume of information generated by both conventional and social media sensors; (2) the intentional corruption of information in these modalities; (3) the different speeds at which information propagates over the internet, (4) the often contradictory information about the same topic from different sources. Although there has been significant research done to mitigate these elements, these tend to be more on intra-modal or cross-modal modalities, using a few subsets of data. Significant research is required to progress from these analytics to true multi-modal sensemaking systems.

Therefore, we propose the following research tracks: interoperability issues, reliability, and trustworthiness, next-generation AI and sensemaking algorithms, and assessing and closing the loop for multi-modal sensemaking systems. Some of this research has already begun, some will take a decade or more to develop. In Section 5, we provide a projected timeline for the research. We believe these tracks are crucial to developing the science of holistic sensemaking.

Hybrid sensemaking faces its own set of challenges. IC-related issues often rely on human analysts, creating a bottleneck that cannot be solved with additional computing power. Hence, the goal of HS² is to explore the possibilities for human-machine hybrid systems. We seek to eventually develop a networked ecosystem of human analysts and machines. The HS² research tracks are: HS² taxonomy & performance measures, interactive & continuous sensemaking, HS² autonomy & trust, HS² as networks: organizational sciences perspective, and HS² interfaces. Although we have made some strides along the HS² research tracks
(e.g., developing a taxonomy, domain-specific HS$^2$, and HS$^2$ modeling) much of the hybrid sensemaking work is still to come. As you will see in Section 5, we project much of the HS$^2$ research to be 5-10 years out or more.
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1. Setting the Stage

The Systems Engineering Research Center (SERC) convened a workshop funded by the Office of the Director for National Intelligence (ODNI), with support from the Office of the Deputy Assistant Secretary of Defense for Systems Engineering (DASD(SE)), on 2-3 May 2018 to examine expertise in sensemaking technologies. As of now, analysts and collectors within the U.S. Intelligence Community (IC)—whose job is to inform and warn decision-makers of potential threats or developing situations—continue to struggle to adapt to the persistent growth in available data. Moreover, practical considerations, such as personnel ceilings, govern the depth and breadth of topics that the IC can cover at any given time.

The main objective of this effort was to provide the sponsor with insights from world-class experts and technologists familiar with emerging research opportunities associated with the application of sensemaking technologies to IC tradecraft and to kick-start the process of creating a research roadmap in this area.

Participating experts (Appendix A: Workshop Participants) were collectively experienced in all aspects of the computational understanding and modeling of sensemaking technologies in complex, realistic contexts, to include business, economics, policy, or science and technology. The workshop spanned two days with approximately 50 people in attendance on the first day. Of the 50 people, 30 faculty members from 20 different universities were present as were members of the IC. The second day included only the core planning group and members of ODNI to debrief and discuss next steps.

The consensus from the ODNI sensemaking workshop held in early May 2018 was that the two major research thrusts that will help towards the quest for a higher form of sensemaking are “multi-modal analysis for sensemaking” and “hybrid systems for sensemaking”. These will be discussed in Sections 3 and 4, respectively.

The rest of this research roadmap defines the research thrust areas and identifies the main research tracks within these two broad thrust areas where research is needed and can have a significant impact.
2. BACKGROUND

Intelligence generation in the context of the IC is a complex process. Data is collected by a range of different sensors, undergoes processing to extract information, and is then stored in a database. Domain-specific analysts query those databases and produce intelligence reports. All-source analysts aggregate those reports into finished intelligence that is delivered to the warfighter and policymaker. In the reverse direction, warfighters and policymakers express intelligence needs, which they then translate into requirements and tasking for the front-end sensors. Figure 1 shows this simplified view of intelligence generation (originally from [1]).

The structure of this system is somewhat rigid and lacking in agility. There is a significant feed-forward delay associated with the automated batch processes responsible for processing and databasing, and the human response times and work schedules responsible for analysis and reporting. The feedback loop is still heavily dependent on the analyst and his/her ability to push new tasking to front-end collectors.

There are numerous technological barriers for making the sensemaking cycle in figure 1 efficient and scalable to meet the growing IC needs. Those challenges affect relatively low-level tasks, such as information gathering and processing at scale, higher level problems of generating and tracking multiple hypotheses to aid an analyst and closing the feedback loop.
where those hypotheses direct information gathering and sensor tasking processes. During the last couple of decades, the government, and specifically the Department of Defense (DoD) funding agencies have invested considerable funds to address those challenges. However, most of these efforts have targeted specific, isolated parts of the above sensemaking cycle, instead of addressing it holistically. As a result, there is still a sizeable technological gap between the current capabilities and the needs of the IC community.

In this roadmap, we have identified two broad, yet well-defined research challenges that we think need to be addressed for closing the technological gap. The first challenge is due to the evolving nature and the sheer volume of the information that intelligence analysts must handle. In particular, such information typically originates from highly heterogeneous sources and comes in different modalities (text, speech, imagery/video and social networks such as Facebook, Twitter, and chat sites). Although there have been significant recent efforts in addressing each of those modalities individually, there is an urgent need for technologies that will enable seamless multimodal sensemaking across multimodal information.

The second broad challenge is based on the realization that the current paradigm of an intelligence analyst working with custom-built computational tools for combing and analyzing large volumes of data is not scalable. Indeed, even for a single organization such as the National Geospatial-Intelligence Agency (NGA), the current projections indicate a need for eight million trained analysts by 2020 for handling the anticipated volume of the data generated by the agency. The above observation necessitates a qualitatively innovative approach to sensemaking, which encompasses a more integrated and synergistic system of human analysts and computational tools or machines to make the process more scalable, efficient, and accurate.

Based on these challenges, we propose a research roadmap that articulates our rationale and identifies specific research areas relevant to achieving this goal.
3. MULTI-MODAL SYSTEMS FOR SENSEMAKING

Four elements influence multi-modal sensemaking systems in today's age: (1) the volume of information generated by both conventional and social media (or more generally, the internet) sources (2) the intentional corruption of information in these modalities; (3) the different speeds at which information propagates over the internet, and finally (4) the often contradictory information about the same topic from different sources.

Figure 2: The all-source analyst must deal with a large volume of information from a very diverse set of sources that vary in speed of acquisition, modes of acquisition, methods of processing, and accuracy.

Over the last decade, information is being generated at a dizzying rate by conventional and social media sources (figure 2). Conventional sources of information include images, videos, language, text, while social media information sources include Facebook, YouTube, Twitter, and various online chat forums and blogs. Recent estimates indicate that 200 million tweets are being generated every day, and 250 million photographs are being uploaded to Facebook every day, and as mentioned earlier, the NGA generates such a vast amount of data that, in the estimation of the Director of the NGA, by 2020 eight million analysts will be needed to process it.
The second element is that some of the information being generated by these sources may be false or intentionally misleading. For example, on April 2013, a fake tweet on the Associated Press (AP)’s Twitter account about two explosions in the White House created widespread panic in the U.S. financial markets. Although the White House and AP announced that the tweet was a rumor, the Dow Jones index values dropped one percent, wiping out $136.5 billion in a matter of seconds before recovering the market’s losses [2].

Artificial intelligence start-ups like Lyrebird¹ have made it easy to mimic the human voice. It is now possible to make a machine read the fake text in any given person’s voice using technologies such as the one used by Lyrebird. Text-based deception has existed for about a decade, and significant strides have been made in detecting this kind of deception [3].

Although significant research has been done on differentiating rumors from factual information [4] and how rumors become viral on social networks [5], these studies have not been extended for multi-modal sensemaking. Even within the single domain (i.e., the internet), there are many challenges in this topic, including localizing the sources of misinformation [6]. One of the problems here is the speed with which information propagates over the internet, causing a viral spread of misinformation that can cause contamination of information at other sources.

Social media, online chats, and interactive fora can be a major supply of crowd-sourced information. For example, during the Stanley Cup riots in Vancouver, Canada, young rioters bragging on social media led to numerous viable leads. However, often, several online

¹ [https://lyrebird.ai/](https://lyrebird.ai/)
sources can have conflicting information about a given topic. To illustrate the confusion, we collected tweets from Twitter users in different regions on full body scans in airports. We counted the number of tweets that were (a) supportive of full-body scans, (b) opposed to full body scans, and (c) neutral to full body scans using sentiment analysis. A spatial snapshot of the data shows that if a user sends a tweet to a friend who lives in the North American region to obtain information on full body scan, s/he is likely to obtain information that is supportive of full body scan [7]. However, another user who lives in the Asian region may provide negative information on full body scan. These differing tweets can confuse the consumer who sought information. Similarly, when a sensemaking system requests information from multiple sources but receives information that can either be contradictory or partially contradictory, this can add to the confusion/noise causing a deterioration of the quality of the sensemaking system’s output.

Recently, the Defense Advanced Research Projects Agency (DARPA), has instituted several programs such as Deep Exploration and Filtering of Text Low Resource Languages for Emergent Incidents (LORELEI), and Active Interpretation of Disparate Alternatives (AIDA). The broad goals of these efforts are to design media-specific transforms that look at input information (i.e., unstructured) in certain modalities (e.g., video, image, language) and produce a set of structured objects as output. The structured outputs are in the form of knowledge objects, as opposed to language objects. Specifically, the Deep Exploration and Filtering of Text program focused on creating an automated capability to transform large volumes of unstructured text into structured data for use by human analysts and downstream analytics. The Low Resource Languages for Emergent Incidents Program, which is currently underway, uses the same model of converting the unstructured input into structured, actionable output. However, this program specifically considers how to respond quickly to an emergent situation (e.g., humanitarian assistance and disaster relief missions) in a low-resource language area. The newly initiated AIDA program is looking at the text, language, images, and videos. The goal is to extract from each modality events and relations, link them to each other and other knowledge sources, and then try to put together multiple hypotheses to explain as much of the situation as possible. Errors in processing, reporting, and misinterpretation are difficult to avoid. A key distinction with AIDA is that it can promote decision making based on multiple interpretations, whereas many decisions made currently rely on a single analysis that might have ignored important evidence. More details on these programs can be found on the DARPA website\(^2\). Allowing an end user to consider multiple possibilities and prepare for contingencies could be particularly useful.

---

\(^2\) [https://www.darpa.mil/](https://www.darpa.mil/)
While significant progress is being made in learning from multi-modal data in the above-referenced programs and other related programs, many challenges remain. Given increasing concerns about reliability of sources that generate information, it is important to develop measures to characterize trustworthiness of information sources. Developing these measures will be useful while integrating or fusing multi-modal data. While a well-established methodology exists for fusing information from conventional sensors [8], theoretically well-founded fusion methods for integrating data from conventional sensors and social networks are still immature. Fusion methods that can adaptively accommodate various levels of trustworthiness are needed. An obvious feature of multi-modal data is that it may be generated from different probability distributions. Domain adaptation methods [9] that can mediate over domain shifts among multi-modal data are also needed. Of particular interest is developing representations to capture the different features of multi-modal data. One may also exploit the emerging success of Generative Adversarial Networks (GANs) [10].

Classical artificial intelligence (AI) concepts such as non-monotonic reasoning, [11] common sense reasoning, [12] and explainability of decision process may also have to be explored.

The lack of data fidelity can be viewed as a multi-layer integration problem, where each layer represents a domain. AI and machine learning (ML) systems running on each layer create a layer-wise understanding of problem. These results, as well as raw information from these layers, feed into and drive overall sensemaking at all-source analyst’s end and global level.

Figure 3 captures a sense of the complex process of sensemaking along with the interdependencies inherent in the process.

![Figure 3: Multi-modal sensemaking architecture. While intra-modal/inter-modal analyses methods exist, an intelligent AI sensemaking system that uses information from all planes is the future.](image-url)
3.1 **Key Research Tracks**

We have identified the following key research tracks as being crucial to driving the science of holistic sensemaking within multi-modal analysis:

- Interoperability Issues
- Reliability and Trustworthiness
- Next Generation AI and Sensemaking Algorithms
- Assessing and Closing the Loop for Multi-modal Sensemaking Systems

We provide a discussion of each in this section.

3.1.1 **Interoperability Issues**

One of the key factors that will determine the success of generating actionable intelligence from disparate modes is the ability of the sensemaking system to navigate the disparity between these modes successfully. The modalities of gathering information, the timescales, the reliability of the sources, and the density of available information, will all be different. ML methods for interpreting the multi-modal data must take into account many factors, such as trustworthiness, heterogeneity, both unstructured/structured data types, and varying temporal resolutions [13]. In this section, we explore some of the problems associated with interoperability issues, which often stem from the heterogeneity of the sources.

- **Fusion of conventional- and social-network information:** information-fusion and sensor-fusion methodologies have been developed for over three decades. The deluge of information in both the conventional (physical, like sensors) and cyber domains necessitates new system design to fuse data from conventional sensors such as images, video, language, and text with data collected by social networks such as Twitter, Facebook, etc. Although several inroads have been made into this burgeoning area, several challenges remain. Information from social networks is gathered from across the world, has a much different acquisition rate, and has differing levels of quality assurance than physical sensor-based information. Reliable extraction of knowledge objects from fused data is a challenging problem that may require several years of focused research. Examples of areas that researchers must address include asynchronicity of the information sources and its implication on the final hypotheses presented by the sensemaking system to the all-source analyst.
• **Fusing decisions across the multiple modes:** One key area of opportunity is to expand the use of soft decisions in processing systems. In most current systems, where sensemaking occurs with some interactions, depicted in figure 2, each processing stage advances only its most likely hypothesis, whether it be an algorithm seeking to detect a feature in a raw data stream, or an analyst concluding target activity. If an underlying philosophy of soft decisions can be implemented where multiple hypotheses are advanced at each stage, each with a likelihood and dependability scores, then context found in later stages can influence priors in earlier stages, and significantly improve the resulting decision quality. Building this into the system will also help address issues associated with noisy, incomplete, and often conflicting data.

### 3.1.2 Reliability and Trustworthiness

While it is well known that sensor noise and other degradations can corrupt multi-modal data collected by physical sensors due to acquisition conditions, the general view regarding data collected by conventional sensors is that the data is not intentionally corrupted. The situation is vastly different from online modes where there are several documented instances of intentional misinformation and corrupt data dissemination. Since fusion of such corrupt data with sensor data (images, videos) can be reasonably expected to affect the quality of the final intelligence generated, it is imperative that the sensemaking system is designed with these potential flaws already in mind.

Several approaches can be taken when working with the knowledge that some of the information can be intentionally corrupt. One example is to develop measures that reflect the trustworthiness of multi-modal data. Contextual reasoning must be used to evaluate the goodness of the information. One way to do this is by performing consistency checks using more reliable sensors. Preliminary efforts along this direction are being undertaken under the DARPA MediFor program, where methods exist for checking if the images and videos are doctored. We need similar methods for multi-modal data.

Below, we explore some of how reliability and trustworthiness can be increased in a multi-modal sensemaking system.

• **Detecting synthetic identities:** As mentioned earlier, deep-voice techniques [14] have made it possible to spoof anyone’s voice with very high fidelity. As extensions to this problem, actors have worked to create systems of synthetic identities that involve creating fake identities with machine-generated information across multiple modes (voice, biometrics, text, etc.) Techniques are now being developed to distinguish between machine-synthesized voices and actual human voices. However, these
approaches are far from mature, and there are significant gaps in understanding these issues even within single modes. Researchers must develop systems to understand these issues over multiple modes. This research may involve several steps such as: (a) continually computing a high-dimensional data model for each mode; (b) intelligently combining these models using model stacking to improve the overall performance; and (c) updating the individual models as well as using the stacked model based on new information.

- **Analysis by synthesis using Generative Adversarial Networks (GANs):** Recently, data augmentation using GANs has proven effective for improving the performance of ML algorithms. Such data augmentation techniques can be used to mimic methods that intentionally or otherwise corrupt data so that ML algorithms can be made more robust by training them on corrupted data. It is likely that GANs can be designed to generate data that correspond to rare and unforeseen situations so that proper anomaly detection methods can be developed and evaluated. One advantage of GANs is that they can synthesize data across modalities (text to image, language to image/video, etc.); this will be useful for training multi-modal ML algorithms.

- **Information confusion:** As mentioned earlier, there are often multiple information sources with no clear a priori indication of their reliability. Often these sources have very contradicting information on any given topic [15]. In these cases, the sensemaking problem becomes even more complicated by the resulting confusion from these sources. Several fundamental questions must be answered. What is a good mathematical model for this information confusion? How does the quality of the outcome of the sensemaking system degrade due to this confusion? What are good strategies for the information providers to control the power or the intensity with which the information is transmitted? What are the fundamental bounds on the information that can be extracted when the sources are corrupt to varying degrees?

- **Characterizing the reliability of machine learning:** While performance bounds are available for linear statistical models, such bounds are not easily derived for non-linear ML algorithms based on deep networks. For humans to be able to trust that they have reliable ML algorithms to rely on, we need to develop performance bounds for test error given training error rates. Such bounds are available for many classical pattern-matching methods and support vector machines (SVMs) [16]. We need to derive similar bounds for deep networks. In [17], the authors have derived bounds on test error of a deep network as a function of network structure for cases when the training and test data distributions are the same and different. We need to develop similar bounds for a larger class of ML methods.
• **Resistance to adversarial process manipulation:** Any process can be manipulated using the knowledge of how it works. Examples range from the use of camouflage and decoys to obfuscate the locations of military equipment from reconnaissance satellites, to use of low probability of intercept/low probability of detection communications signals to prevent detection and localization. On a broader scale, information warfare seeks to achieve similar objectives. However, once AI/ML algorithms are introduced into the system, there are key questions about how they will respond to manipulated and potentially malicious inputs. Researchers recently showed that by manipulating a stop sign, an autonomous vehicle’s computer vision algorithms would fail and cause the car to not stop at an intersection [18]. Prior research in cognitive wireless systems has shown that an attacker can introduce signals that slowly change decision boundaries for signal classifiers that use unsupervised learning [19], [20].

Research on combating these issues can flow along the following lines:

- **Securing input information:** Data that is used to train any system must be secured. Its disclosure would allow an adversary to identify training gaps, and its manipulation could cause systems to have learned backdoors that an adversary could walk through.

- **Commonsense and fallback:** Any operational AI/ML system must have a coarse model of its environment that is hard-coded, and any output that is inconsistent with this model should raise alarm and trigger fallback to a simpler, less vulnerable algorithm, or a prior set of learned weights that have been vetted.

- **Corroboration:** A future that ubiquitously leverages data from multiple collection modalities can be used to help to build evidence from multiple sources to more effectively corroborate or discredit a hypothesis that is partially influenced by malicious data. Adoption of a soft decision philosophy will also help with these objectives.

### 3.1.3 Next Generation AI and Sensemaking Algorithms

To move from simple analytics to sensemaking across multiple domains, it is essential to address key scientific challenges in ML and AI. Techniques such as non-monotonic reasoning, common sense reasoning, and explainable methods have been studied in classical AI literature for over four decades. New extensions of these methodologies for multi-modal analysis will yield scalable and robust methods. For example, non-monotonic
reasoning methods that can revise the beliefs as more multi-modal data become available will yield higher quality knowledge objects. Likewise, common-sense reasoning methods can be used for addressing the challenges due to maliciously corrupted multi-modal data. One of the drawbacks of the “black-box” approach that is dominant is that the analyst does not get additional insights into why a particular decision was made. Explainable common-sense reasoning methods for multi-modal data interpretation will provide a comprehensive understanding of situational awareness to analysts.

Another key problem to study in this area is the true integration of the results from sensemaking at several layers of the multi-modal sensemaking problem into one true global set of hypotheses and conclusions. Are there fundamental theoretical limits to sensemaking? What properties of the different layers of sensemaking and their inter-relationships will influence this fundamental theoretical limit? Examples of these properties could be the orthogonality of the hypotheses generated at the intra-layer levels. How does the intentional corruption of information studied in Section 3.1.2 affect the limits on overall sensemaking?

3.1.4 Assessing and Closing the Loop for Multi-modal Sensemaking Systems

The sensemaking system engineered to solve large complex problems using information from multiple domains must be evaluated to be able to compare it with other competing systems. It is conceivable that the key performance metrics that evaluate the performance of the AI/ML system at that level may vary with each layer, with some being probabilistic and some deterministic. Metrics to evaluate the overall sensemaking system must work with these disparate metrics to synthesize one measure of performance of these systems. What are the challenges in designing this overall metric? How do metrics such as precision, recall, and accuracy at different layers translate into an overall metric that captures the trustworthiness of the conclusions of the sensemaking system? What are the appropriate metrics to capture the efficiency of an AI system to perform a specific task in the operational environment? What are the metrics that capture the efficiency with which the sensemaking system works with humans?
4. HYBRID SYSTEMS FOR SENSEMAKING (HS²)

The primary bottleneck in analyzing and sensemaking from vast volumes of intelligence data is not necessarily computational but human power. To adapt a state-of-the-art ML method to a specific problem requires computer science knowledge, time to implement, and domain expertise to interpret the results. Furthermore, some IC problems do not easily lend themselves to a computational approach and require more human decision making/deliberation. On the other hand, there are problems for which even generic, non-customized machine models can be used with excellent accuracy and efficiency, e.g., a general time-series based forecasting method can produce more accurate results than a human analyst and with far greater efficiency. This conundrum suggests a hybrid approach, where a human analyst is assisted by machine models, the extent of which depends on the type of the problem. Such an approach is currently being tested in the context of the Intelligence Advanced Research Projects Activity (IARPA)’s Hybrid Forecasting Competition³, which is specifically designed for forecasting problems. Another relevant example is DARPA’s Communicating with Computers program (CWiC), where one of the use-cases focused on building automated reasoning agents that can help biologists to make sense of vast biomedical literature. DARPA’s Neurotechnology for Intelligence Analysts (NIA) and Cognitive Technology Threat Warning System (CT2WS) programs used "brain-in-the-loop" hybrid approaches to increase the efficiency and throughput of imagery analysis, while the CT2WS used a related approach (based on real-time analysis of human brain signals) to detect potential threats during real-time surveillance operations. The core underlying idea is to maximize human sensemaking capabilities by optimizing human information processing in domains in which completely automated approaches have insufficient sensitivity due to the domain knowledge required and the vast variability of potential targets (e.g., in satellite image analysis). The NIA and CT2WS established the feasibility of combining human neural processing with computers to augment human cognitive and sensemaking abilities, leading to a ten-fold increase in image analysis throughput in the NIA program. These programs were also a proof-of-concept for operational neuroscience, referring to how our understanding of the neural bases of human cognition could be exploited for the development of hybrid brain-computer systems to tackle relevant applied problems in the IC domain. An overview of these programs can be found in [21].

³ https://www.hybridforecasting.com/
4.1 Key Research Tracks

The goal of this research area is to explore the concept of hybrid human-machine systems for more general IC-relevant sensemaking problems. In this section, we explore the following key research tracks:

- HS2 Taxonomy & Performance Measures
- Interactive & Continuous Sensemaking
- HS2 Autonomy & Trust
- HS2 as Networks: Organizational Sciences Perspective
- HS2 Interfaces

Figure 4 provides a schematic illustration of some of the aspects of hybrid systems that are IC-relevant. Section (a) of the figure depicts the current paradigm of an intelligence analyst interacting with large volumes of data, building and tracking multiple hypotheses with limited and localized input from machine-based methods. Figures (b)-(d) describe progressively hybrid systems where human analysts work collaboratively with machine models. In particular, (d) shows the sensemaking process within the future HS2 systems where the machines are used not only for simple query answering but can be tasked with generating and evaluating various competing hypotheses based on analyst input, communicating those hypotheses to the analyst, finding information in support of those hypotheses, and so on.

Finally, the symbolic timeline at the lower part of each subsection of figure 4 corresponds to where that particular subsection falls on the timeline of evolution from current hybrid human-machine systems to a networked ecosystem of human analysts and machines. The current hybrid human-machine systems include a limited role for the machines. The machines are limited to tasks such as search and classification/categorization problems. As we move along the timeline, we can see that the hybrid system progresses to more synergistic systems where both humans and machines engage in more complex tasks such as generating and evaluating various hypotheses. Finally, in (d), we arrive at a networked ecosystem where both machines, as well as analysts, can have a diverse set of qualifications and expertise.
Figure 4: Schematic illustration of various aspects of hybrid systems for sensemaking. The four subfigures (a-d) depict gradually increasing levels of human-machine collaboration, with (d) representing a hybrid ecosystem of human analysts and machines with a complementary set of qualifications and expertise working collaboratively on complex sensemaking problems.

4.1.1 HS$^2$ Taxonomy & Performance Measures

One of the key issues that arose during the planning workshop was the need to establish a taxonomy of various hybrid human-machine sensemaking systems. There are several dimensions of those systems that a proper taxonomy should acknowledge, depending on the type of sensemaking tasks the taxonomy is addressing. For example, for a forecasting task discussed during the workshop, event ontology, data selection and provision, and data integration were suggested as relevant dimensions.

In addition to the taxonomy, there is also a need for developing measures and metrics for characterizing different aspects of HS$^2$ performance. One issue includes:

Developing measures that can characterize the reliability of human-based algorithms: This problem becomes even more daunting for human-based algorithms as humans are not able to articulate how well they make their decisions. This problem was highlighted in the case of forensic examiners in a National Research Council report, *On Strengthening Forensic Science in the United States: A Path Forward* [22], [23]. In the most comprehensive study to date [24], forensic facial
examiners were found to be superior to both motivated control participants and to students on six tests of face identity matching. However, the performance was not supported by any quantitative measures or bounds. Because identification decisions in a forensic laboratory typically require days or weeks to complete and are made with the assistance of image measurement and manipulation tools, [25] the performance of forensic facial examiners reported in [24] represents a lower-bound estimate of the accuracy of examiners in practice. This problem needs solutions from cross-cutting disciplines drawn from human psychology, human factors, etc.

4.1.2 Interactive & Continuous Sensemaking

Most tasks that are of interest to IC are not one-shot but rather involve a multi-stage process of data gathering and hypothesis generation and refinement. The goal of this research track is to explore various concepts for developing interactive sensemaking systems where the analyst and machine models are engaged in multiple collaborative sessions for addressing those certain problems.

4.1.3 HS² Autonomy & Trust

A central question for HS² is the problem of autonomy, e.g., who has control over different aspects of the sensemaking process, how this control evolves in time, etc. Again, there are several important dimensions to consider when thinking about the autonomy in HS². For instance, in one scenario the human analyst will have full control over hypothesis generation, and the machines will be mostly tasked with finding relevant information (e.g., by multi-modal, automated sensemaking) either supporting those hypotheses or contradicting them. In another scenario, a machine can generate hypotheses themselves, perhaps with some input from an analyst.
Closely related to the issue of autonomy is the issue of trust and algorithmic aversion. Formal statistical models consistently make more accurate predictions than expert judgments due to the inconsistency of human judges. The inability of humans to decipher between predictive and unpredictable cues, and the inability of humans to detect how misrepresentative their experiences are [26], [27]. Two recent meta-analyses show that statistical (i.e., model-based) predictions beat clinical (i.e., human judgment) predictions by a factor of about 10-13 percent on average, though the rate changes with prediction format and context. Individuals tend to choose human forecasts over algorithmic predictions even after viewing information about the superiority of the algorithm. Such “algorithm aversion” is at least partly due to a more rapid loss of trust in algorithms when seeing them err [28]. Despite this general preference, algorithms influence human judgments more than other
Evidence suggests the cognitive mechanisms leading to use an algorithm is twofold. First, an individual's default forecasting mode is usually judgment-based, and people are consistently overconfident in their judgment [30], so it requires a substantial disruption to switch to an alternate method. Second, individuals tend to have non-normative, unrealistic expectations for algorithmic performance that far exceeds their success rate [31].

A recent review of trust in automation found three overlying factors that determine trust [32]. Dispositional trust is the individual's tendency to trust automation, situational trust
describes the contextual factors that alter trust, and learned trust is how interacting with automation promotes trust. The same typology seemingly applies to trust in algorithms, although the literature is sparser. First, algorithmic attitudes vary with dispositional traits of the judge. Individuals who view her or himself as more expert in the task are more likely to discredit the algorithm [29], and individuals who rely on their emotions to make decisions are less trusting [33]. Second, the situation, including the type and context of judgment, alters preferences of algorithms. People trust algorithms more for objective decisions and less for subjective and moral decisions [29], [31], [33]. Trust means different things when ascribed to algorithms, where it means efficiency and objectivity, compared to humans, where it means social recognition and authority. Third, trust in algorithms is malleable and can be learned. Trust increases when humans are shown feedback about machine performance [34], or allowed to interact, even with limited degree of modification [28].

Other areas relevant to proposed topics are: analysis of performance, process, and purpose in hybrid human-machine systems [35]–[37]; limitations of machines in terms of reliability, validity, robustness, and false-alarm rate [38]–[41], impact of machine performance on trust, [42], feedback and transparency issues [32]; trust with noisy data and detectability of trend [43]; and aggregation of human and machine-generated predictions [44].

4.1.4 HS² as Networks: Organizational Sciences Perspective

The main objective of this research track is going beyond the paradigm of a “single-analyst interacting with single machine” to allow for networked ecosystems of analysts and machines, where both machines, as well as analysts, can have diverse sets of qualifications and expertise. There is a large body of research on human teams suggesting that optimal team composition depends on the task at hand. Research under this track will extend this type of analysis to hybrid systems.

4.1.5 HS² Interfaces

The importance of the role of communication interfaces for HS² is hard to overestimate. This track is concerned with researching and eventually developing natural interfaces to allow seamless human-machine interactions for solving IC-relevant problems. Note that recent years have witnessed tremendous progress in natural language communication between humans and computers. Also, groundbreaking work, (e.g., the aforementioned DARPA Neurotechnology for Intelligence Analysts and Cognitive Technology Threat Warning System programs) has demonstrated feasibility of direct, highly efficient communication between brains and computers to augment human sensemaking abilities through real-time analysis of neural signals.
USE CASE 2: HYBRID IMAGE PROCESSING

Since the early nineties, DARPA and the IC have explored many approaches for how image analysts can work with image analysis and computer vision algorithms. As part of the DARPA-supported efforts known as the Research and Development for Image Understanding Systems [55] done during 1992-1996, the researchers interacted with image analysts and learned how they prioritize their tasks using quick-look profiles. Image analysis algorithms were then developed to populate the quick-look profiles automatically. In a subsequent DARPA effort known as Automatic Population of Geospatial Databases, many algorithms were developed for terrain feature extraction with the goal of assisting NGA analysts. While these efforts had good goals, due to less than expected performance of machine vision algorithms, the humans preferred to work by themselves. The common complaint was that humans had to spend a lot of time to fix the errors generated by the algorithm.

Dramatic improvements in the performance of machine learning algorithms for tasks such as object/face detection and verification have regenerated interest in the hybrid approach to the image processing task. It was shown recently [7] how forensic examiners and machine learning algorithms developed as part of the IARPA Janus program can work together to realize the best forensic performance. This study asked the following question: How can we achieve the most accurate face identification: using people and/or machines working alone or in collaboration? In a comprehensive comparison of face identification by humans and computers, the investigators compared the performance of forensic facial examiners, facial reviewers, and super-recognizers on a challenging face identification test. On the same test, four deep convolutional neural networks developed [56]-[58] under IARPA support, identified faces within the range of human accuracy. The accuracy of the algorithms increased steadily over time, with the most recent deep convolutional neural network scoring above the median of the forensic facial examiners. It was found that single forensic facial examiners fused with the best algorithm were more accurate than the combination of two examiners. Therefore, collaboration among humans and between humans and machines offers tangible benefits to face identification accuracy in important applications. These results offer an evidence-based roadmap for achieving the most accurate face identification possible.

These successes raise the exciting prospect of further advances in hybrid sensemaking systems that exploit recent insights into the neural bases of human sensemaking to achieve optimal integration of humans and computers. Traditional human-computer interaction systems usually use hand-crafted templates to complete tasks in specific domains, which do not generalize well to other scenarios [45]. Alternatively, statistical learning and neural network models can automatically learn from corpora to generate responses, which generalize to open domains [46]-[51]. The desire to maintain engagement relevance has
motivated the development of personalized dialogue agents [52]. Dialogue agents have been studied in the commercial ‘chit-chat’ space where engagement is valuable for its own sake but can be leveraged to the task completion use case by responding to queries in a user-specific way. Both context sensivity and increased engagement over long sessions to prevent fatigue are worthwhile goals. An additional problem specific to the IC is that the task completion domain can change rapidly. Recent advances in zero-shot adaptation [53] enable trained task completion agents that can effortlessly pivot to new tasks without task-specific training data. These two threads of research can be usefully combined yielding personalized, action-focused natural language interactions to accomplish sensemaking tasks. While the research in this track should focus on adapting recent results to more IC-relevant problems, we also envision a need for fundamental research that focuses on efficient non-verbal modes of communications in HS².
We present the projected timeline for both research tracks in this section. We include some the main sections of the research tracks as well as some more nuanced areas for your consideration.

The progress of research in multi-modal sensemaking and hybrid sensemaking systems are given in Figure 5 and Figure 6 respectively.

Figure 5: Multimodal Sensemaking: Projected Timeline
Figure 6: Hybrid Systems for Sensemaking (HS²): projected timeline
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